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ABSTRACT

We develop and formally evaluate a metaphor for smart-
phone interaction with 3D environments: Tiltcasting. Under
the Tiltcasting metaphor, users interact within a rotatable 2D
plane that is ‘cast’ from their phone’s interactive display into
3D space. Through an empirical validation, we show that
Tiltcasting supports efficient pointing, interaction with oc-
cluded objects, disambiguation between nearby objects, and
object selection and manipulation in fully addressable 3D
space. Our technique out-performs existing target agnostic
pointing implementations, and approaches the performance
of physical pointing with an off-the-shelf smartphone.
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INTRODUCTION

Recent advances in display technologies have made cost ef-
fective, accessible, and mass deployable 3D displays possi-
ble. For example, autostereoscopic displays [16] now enable
interaction in settings such as airports, building lobbies, and
shopping malls. Although interacting with 3D objects in the
real world comes naturally to humans, interaction with 3D
computer displays continues to be a challenge [2], particu-
larly in settings where users may only casually interact with
data such as in public installations or kiosks. For example,
humans often have difficulty with tasks such as discovering
and selecting objects that are occluded from view [6], distin-
guishing between nearby objects in dense environments [19],
and perceiving an object’s depth [5].
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Figure 1. Tiltcasting enables 3D interaction with nearby large displays
via a Mobile Device.

In supporting interaction in public settings, researchers have
investigated various methods of 3D interaction that have in-
herent limitations. For example, stereoscopic effects rely on
eye convergence to convey 3D information, and require a
user to stand at a distance from the screen when interacting,
excluding the possibility of touch interaction with large dis-
plays. Other techniques prioritize ease of use, but require spe-
cialized hardware such as a ‘magic wand’ [3] that may pro-
hibit spontaneous use due to configuration constraints. Thus
there exists an attendant, unfulfilled need to support interac-
tions that are discoverable and accessible to users.

However, end-users frequently have a device that is conve-
nient and available for interaction: a personal smartphone.
This smartphone may serve as an access portal to electronic
information and as recent research has explored [13], smart-
phones can also serve as a convenience device for accessing
computation embedded in a user’s environment. Given the
appeal of large, public displays as a platform for advertising
and infotainment, we wish to explore whether a smartphone
can serve as an input device for 3D displays in these settings.

We present the design and validation of Tiltcasting (Figure
1), a metaphor that enables users to interact within a 2D plane
that is ‘cast’ from their phone into the 3D space. Our results
show that Tiltcasting supports efficient selection regardless of
occlusion, nearing established performance benchmarks for
physical pointing [8], and enables users to accurately judge
target depth. Further, and unlike competitive techniques, Tilt-
casting supports both efficient selection and freeform posi-
tioning of objects within 3D space.
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3D INTERACTION CHALLENGES

There are three primary problems that must be addressed to
support precise 3D target acquisition and manipulation: the
occluded target problem, the target disambiguation problem,
and the depth identification problem.

The Occluded Target Problem

In 3D environments, the occluded target problem arises when,
from the perspective of the user, a target is obstructed by an-
other object or objects, inhibiting a user’s ability to interact
with such objects. Elmqvist and Taigas [6] identify four ob-
ject interactions that may cause occlusion: proximity, inter-
section, enclosure, and containment. In cases where a target
is partially occluded, most techniques allow for selection, but
suffer from speed-accuracy tradeoffs. Common solutions to
the occlusion problem are to hide or remove occluding ob-
jects, to reposition the viewport, or to distort the interaction
space [4]. However, these techniques are typically not in-
tegrated with selection mechanisms and few techniques ex-
plore the issue of a target being completely occluded from
the user’s viewpoint for occluded targets.

The Target Disambiguation Problem

The disambiguation problem occurs when interacting with a
target amongst nearby distractors. For example, Raycasting
techniques usually select the first intersected target. How-
ever, oftentimes the desired target may lay behind other tar-
gets, making the user’s selection ambiguous. A number of
Raycasting variants have been proposed to solve the disam-
biguation problem. For example, Grossman and Balakrish-
nan [7] and Wyss et al. [19] explore techniques that augment
traditional Raycasting with a depth component. While these
techniques solve the disambiguation problem, they do so at
the expense of slower selection times or more degrees of free-
dom (DoFs), reducing generalizability.

The Depth Identification Problem

For non-stereoscopic displays, identifying the depth position
of a target is often a challenging problem without additional
contextual cues, and humans may misjudge the relative depth
of two on-screen objects. Techniques to imitate 3D envi-
ronments on displays include partial occlusion [11], depth
of field rendering [12] and linear perspective [5, 18]. Many
depth identification techniques have been developed to assist
humans with perception of 3D scenes. For example, inferring
depth from occlusion [11], or using the cross point of two cast
rays [19]. However, inferring depth from occlusion requires
scenes to include occluded objects, and crossing rays requires
users to manipulate many degrees of freedom.

SMARTPHONES AS PLATFORMS FOR INTERACTION
Having identified challenges for effective 3D interaction, our
goal was to explore the capabilities of smartphone-based
interaction techniques to provide efficient, ergonomic, and
practical methods to overcome those challenges in public set-
tings. We performed an iterative design process that explored
alternative models of interaction based on spatial correspon-
dence [14] and virtual pointing [13].
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Spatial correspondence targeting relies on a user’s ability to
map coordinates between two distinct surfaces. For example,
artists, architects, interior designers, and engineers all engage
in spatial correspondence targeting when beginning to create
a painting, floor plan, or technical drawing where one surface
(i.e. a subject, building, or room) is mapped to a correspond-
ing replicate (i.e. a painter’s canvas, blueprint, or sketch). To
validate the use of spatial correspondence for public display
interaction, we conducted an empirical study to explore accu-
racy of interaction in public spaces [14] and found that spa-
tial correspondence users were able to localize interactions to
within 4% of the display area. This high level of accuracy
was surprising given the lack of visual feedback on the in-
put device, but suggests that spatial correspondence may be
useful in supporting interactions with a large display.

In subsequent work [13], we designed and evaluated a
smartphone-based Raycasting technique, called Smartcast-
ing, that uses a phone’s pitch and yaw for virtual pointing.
Users may interact at different depths along the cast ray via
the smartphone’s touchscreen enabling the selection of any
3D position within the (X, y, z) coordinate system. Our eval-
uation of Smartcasting revealed that target selections were
comparable to those made with a WiiMote, but suggest two
practical limitations. First, while Smartcasting suffers from
the occluded target problem, the target disambiguation prob-
lem and the depth identification problem. Second, partici-
pants experienced fatigue when pointing for extended periods
of time; a notable contrast to participants who held the phone
with both hands during spatial correspondence trials. With
these lessons learned, we develop a novel interaction tech-
nique that combines the benefits of spatial correspondence
and virtual pointing, called Tiltcasting.

TILTCASTING: PROTOTYPING AND DESIGN

We iterated through a number of prototypes and conducted
empirical pilot studies before settling on our final design. In
particular, we explored which gyroscopic sensors and mag-
netic compasses available in modern smartphones should be
leveraged in our technique. We pilot tested full 3-axis rota-
tion, 2-axis rotation, or 1-axis rotation with 8 participants, but
observed no difference in selection times (F; ;5 = 0.549, p =
483, r]f, = .073). However, we noticed that users typically re-
verted to using only one degree of freedom: rotation around
the x-axis, or “pitch”, and so our final design differs from
other smartphone-based 3D interaction techniques [15, 9, 10]
and requires control only over rotation about the x-axis (1
Dof, pitch), which when combined with touch input on the
device’s screen (2 DoF) results in a 3 DoF technique, similar
to Balloon Selection [1]. This restriction to 1 DoF appeared
to improve the performance of Tiltcasting, and selection times
approached those of physical pointing [8].

The Tiltcasting Metaphor

The Tiltcasting metaphor defines a 2D interaction plane in-
side the 3D control space, dividing the control space into
three distinct areas: 1) space behind the interaction plane,
where objects are displayed to the user but are not selectable,
2) space intersected by the interaction plane, where objects
are both visible and selectable by the user, and 3) space in
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Figure 2. Tiltcasting’s occlusion removal mechanism. a) Yellow sphere
occluded by blue sphere, interaction plane is in vertical position. b) Tilt-
ing the interaction plane hides three blue objects, revealing the target.

front of the interaction plane, where objects are invisible and
not selectable by the user (Figure 2).

Users control the interaction plane within 3D space via their
phone’s gyroscope, with rotations about the x-axis corre-
sponding to change in slope for the interaction plane. As the
phone rotates, the three defined regions encompass different
areas of the 3D space, allowing users to view different parts
of the space and to reveal occluded targets. When interacting
with a target, the user rotates their phone until the interaction
plane intersects the target. A user selects a target by touching
the area on the touchscreen which corresponds to the area of
contact between the 3D object and the plane. To support se-
lection and dragging, several options present themselves. If
targets are sufficiently large, spatial correspondence can sup-
port targeting [14]. For smaller targets, in a target-aware im-
plementation the target cut by the plane which is closest to the
contact point can be selected, either through a tap or a press
and drag. For target agnostic interaction for small targets we
support both a tracking and a dragging state as follows: on
contact with the surface, a cursor is depicted on the plane and
can be repositioned by dragging the finger. To select, a user
lifts his or her finger and taps the screen. To drag, a user lifts
their finger, touches the screen and drags.

As the interaction plane (and smartphone) changes slope, the
visibility of occluded targets may also change. For example,
when a user lowers the angle of the phone, objects toward the
lower portion of the interaction space may shift from being
behind the plane, to intersecting the plane, to above the plane;
in turn shifting from being visible, to visible and selectable, to
not visible and not selectable. Thus, in selecting an occluded
target a user would navigate the interaction plane towards the
target, thereby revealing it on-screen by hiding those targets
between the interaction plane and the user. Once the position
of an occluding object is in front of the viewport it is no longer
displayed, and the target is no longer occluded.

Tiltcasting addresses each of the 3D interaction challenges.
First, Tiltcasting introduces a novel occlusion removal mech-
anism: as a user tilts their smartphone, the interaction plane
scans through 3D space, removes occluding objects, and re-
veals potential targets (Figure 2). A particularly useful fea-
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Figure 3. Experimental setup

ture is the ability to quickly scan the entire space by swiping
the phone down and back up from the vertical position, re-
vealing any occluded targets in the space. Second, Tiltcast-
ing assists with depth identification since the interaction plane
provides a depth cue through the linear perspective. Finally,
by limiting interaction to a 2D plane within the interaction
space, Tiltcasting limits the need to disambiguate nearby tar-
gets to only those intersected by the plane. Unlike the other
design considerations, our planar interaction space potentially
increases the likelihood of the target disambiguation problem
occurring compared to Raycasting, where only targets inter-
sected by a line would require disambiguation. We discuss
the implications of this choice when interpreting the data col-
lected during our validation.

EMPIRICAL VALIDATION

We compared Tiltcasting to two phone-based Raycasting
techniques: target-aware Smartcasting and target-agnostic
Smartcasting with Depth Cursor[13]. We identified these
Smartcasting implementations as the most appropriate base-
lines since their use of smartphones reduced potential hard-
ware confounds and had already established performance
comparable to common Raycasting implementations such as
those on the WiiMote.

Participants

17 participants (11 males, 6 females) participated in the study,
whose ages ranged from 19 to 38 (X = 25.2); 16 right-handed,
1 left-handed. One participant was unable to complete all ex-
perimental trials, and their data was excluded from our anal-
ysis. Each participant received $10 remuneration.

Experimental Task

Participants performed a target selection task derived from
that used by Vanacken [17]. For each trial, participants first
tilted the plane to the vertical position. Then, participants
placed the cursor at a start object. Starting with the interac-
tion plane in a vertical position put the Tiltcasting technique
at a disadvantage relative to Smartcasting; an optimal initial
position of the plane would be 45°, cutting the average selec-
tion distance in half. The vertical position of the plane also
ensured that the target was fully hidden behind occluder(s)
for target-agnostic conditions.



Each trial scene consisted of a start position, destination tar-
get, and 45 distractors. The start object was rendered as a
yellow sphere, the destination target as a red sphere, and the
distractors as blue spheres. Throughout the experiment the
start object had a constant size of 1.5 cm, and was displayed
in the centre of the 55” display at zero depth along the z-axis.
The destination target was placed at a random location on an
imaginary sphere with 20 cm radius, with the start target as
its centre. Thus, the 3D distance between the start and goal
targets was constant across all trials.

Distractors were randomly sized between 1.5 cm and 3.0 cm
and randomly positioned such that they did not intersect each
other, or the start or goal target. Five distracters were placed
around the goal target in a cube-shaped voronoi region [17].

Experimental Design

We used a 2 INTERACTION TECHNIQUE X 2 TARGET SIZE
X 2 OCCLUSION X 2 STEREO RENDERING within-subjects
design. The study included four independent variables: tech-
nique, target size, occlusion and stereo. Targets with either
‘small’ (0.5°) or ‘large’ (1.0°) sizes provided two levels of in-
dex of difficulty. The experiment environment was rendered
with or without stereo. Finally, targets were either fully visi-
ble or fully occluded upon starting the trial.

Procedure

Participants were first asked to complete a brief demographic
questionnaire. Before the experimental trials, each participant
was briefed on each technique, and screened for the ability to
see depth. Then the participants completed 5 training trials.
These practice trials allowed participants to familiarize them-
selves with the Tiltcasting technique, and eliminated learn-
ing effects from our analysis. Participants then completed 8
blocks of 32 experimental tasks, corresponding to 16 tasks
for each target size per block. After the experimental trials,
participants completed a post-study questionnaire that exam-
ined perceived workload. In total, each session lasted approx-
imately 60 minutes.

Apparatus

We used a 55-inch LG HDTV Cinema 3D stereoscopic dis-
play with a pair of passive circularly polarized LG glasses.
For input, an iPhone 5 transmitted gyroscope and touch
events at 10Hz over a local 802.11n wireless network. Partic-
ipants were seated 3m in front of a display that was centred
to their eye line (Figure 3).

Data Collection and Analysis

All gyroscope and touch interactions were logged to com-
puter files. Selection time was the primary experimental mea-
sure, defined as the time taken between entering the start posi-
tion and reaching the destination target. NASA Task Load In-
dex (TLX) data was collected post-trial. Repeated Measures
Analysis of Variance (RM-ANOVA) tests were conducted to
examine differences in selection times between target sizes,
target visibility, and depth rendering conditions. Friedman
tests were used to examine differences in perceived workload
measures. An alpha-value of .05 was used for all tests.
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Figure 4. Mean selection times for Tiltcasting, Smartcasting and Smart-
casting with Depth Cursor.

RESULTS

We separate our results between target aware and target ag-
nostic techniques. That is, we compare Smartcasting and Tilt-
casting, and Smartcasting with Depth Cursor and Tiltcasting
separately. For each comparison, we evaluated three indepen-
dent variables: technique, target size, and stereo rendering.
Results are summarized in Figure 4 and Table 1.

Non-occluded Targets: Smartcasting vs. Tiltcasting
Participants completed each trial in 2.67s (o0 = 1.023) on
average, and our analysis revealed a main effect for target se-
lection time (Fy;5 = 94.499,p =~ .000, nﬁ = .863), where
Tiltcasting selections took an average of 3.24s (o0 = .712)
and Smartcasting selections took 2.10s (o0 = 0.42) on av-
erage. As expected, our analysis revealed main effects for
target size (F1,5 = 73.312, p = .000, 77?, = .830), with small
targets taking longer (3.02s,0 = .668) to select than large
targets (2.33s,0 = .416). Our analysis also revealed a main
effect of stereoscopy on selection time (F ;5 = 46.77,p =
.000, 77[2, = .757), where selections made with stereoscopic
rendering (3.03s,00 = .660) were slower than those with
non-stereoscopic rendering (2.33s,00 = .468). An interac-
tion effect was found between stereoscopic rendering and
size (F15 = 6.69,p = .021,7]?, = .031), where selection
for small targets was faster for non-stereoscopic rendering
(2.57,0 = .528) than with stereoscopic rendering enabled
(3.47s,0 = .872). For large targets the selection time dif-
ference was significant for stereoscopic (2.58s, 0" = .532) vs.
non- stereoscopic (2.08s, o = .424) rendering. No interaction
effect was found between stereoscopic rendering and tech-
nique (F1,5 = .063,p = .805,17‘%, =.004).

Occluded Targets: Smartcasting with Depth Cursor vs

Tiltcasting

For occluded targets, participants took 5.40s (o = 2.179) on
average to make selections. Our analysis revealed a main ef-
fect for target selection time (F,15 = 51.781, p = .000, 17]2] =
.775), where Depth Cursor selections took an average of
6.8s (o = 1.7), whereas Tiltcasting selections took an av-
erage of 4.0s5 (o0 = .922). Our analysis revealed a main ef-
fect of stereoscopy on selection time (Fj s = 68.62,p =
.000, nf, = .821), where selections made with stereoscopic
rendering (5.95s,0 = 1.18) were slower than those with



Condition Target-agnostic

Target-aware

Non-Stereoscopic

Stereoscopic

Non-Stereoscopic  Stereoscopic

Small Large Small Large Small Large Small Large
Tiltcasting 3.55s 3.18s 4.80s 4.49s 3.15s  2.62s 4.05s  3.15s
0.676)  (0.672) (1.18) (1.32) (.748) (.642) (1.10)  (.648)
Smartcasting =~ — — — 1.99s  1.54s 2.88s  2.01s
(.361)  (.280) (.924) (.545)
Depth Cursor  6.48s 5.84s 841s  6.10s — — — —
(2.07) (1.48) (2.18) (1.44)

Table 1. Average selection times for Tiltcasting, Smartcasting and Smartcasting with Depth Cursor (standard deviations in parentheses).

non-stereoscopic rendering (4.85s,0 = 1.012). An inter-
action effect was found between stereoscopic rendering and
size (Fi,15 = 7.37,p = 016,775 = .033), where selection
for small targets was faster for non-stereoscopic rendering
(5.2s,0 = 1.216) than with stereoscopic rendering enabled
(6.6s,0 = 1.38). For large targets the selection time differ-
ence was significant (4.5s, 0 = .952) for stereoscopic render-
ing. No interaction effect was found for stereoscopic render-
ing and technique (F 5 = 1.284, p = .275, 7712, =.079).

Perceived Workload Results

Our analysis did not reveal differences between Tiltcasting
and target-aware Smartcasting for mental demand, physical
demand, performance, effort or frustration, However a differ-
ence in temporal demand was found, where participants re-
ported that Smartcasting was less temporally demanding than
Tiltcasting (p = .004,)(f 5 = 8.33). Our analysis did re-
veal differences between’target—agnostic techniques, where
participants expressed a preference for Tiltcasting in men-
tal demand (p =~ .OOO,)(%V15 = 15), physical demand (p =

.001,)(%,15 = 11.267), effort (p = .001,)(%,15 = 11.267) and
for Depth Cursor for temporal demand (p = .046, X% 5=%.

DISCUSSION

Our results demonstrate that Tiltcasting effectively supports
3D interaction in public, nearing the 2s selection times typ-
ically achieved with physical pointing [8]. Moreover, this
interaction is supported via an off-the-shelf smartphone and
does not require specialized hardware or camera tracking, re-
duces fatigue via two-handed input, and enables target sec-
tion in target-agnostic settings. For occluded targets, selec-
tion times for Tiltcasting were on average 20% faster than
those completed with Smartcasting with Depth Cursor. For
non-occluded targets Tiltcasting performed only marginally
worse than Smartcasting — a technique that benefitted from
target-aware selection. Further, for target-agnostic selection
Tiltcasting was overwhelmingly preferred by participants and
was perceived as requiring less effort to use than Depth Cur-
sor. These results validate its design with respect to the oc-
clusion, depth identification, and target disambiguation prob-
lems.
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Target Occlusion

Tiltcasting provides effective support for both occluded and
non-occluded targets. Tiltcasting provided consistent selec-
tion times, averaging 3.6s regardless of whether the target was
occluded. Further, two choices made in our experimental de-
sign emphasize the importance of these differences. First, in
our experimental design target selection times include only
the time taken to visually identify and the time taken to select
targets. The performance loss between occluded and non-
occluded conditions was relatively small, and in practice a
15% increase in selection time may be a worthwhile trade-
off when compared to a 3 times increase for Smartcasting.
Second, we chose to compare a single Tiltcasting implemen-
tation against two Smartcasting implementations: one opti-
mized for target-aware selection (Smartcasting), and one for
target-agnostic selection (Depth Cursor). This choice was
made to ensure that we held Tiltcasting to a high standard
when assessing its performance, but does not reflect compro-
mises that would be made in practice in selecting a single
virtual pointing implementation for deployment.

Target Disambiguation

As previously discussed, our choice to allow interaction
within a plane potentially exaggerates the target disambigua-
tion problem compared to techniques such as Smartcasting
where interaction is restricted to a line. However, our results
suggest that Tiltcasting has similar error rates in target selec-
tions: errors accounted for less than 0.5% of Tiltcasting trials,
compared to 0.4% of Smartcasting trials. We attribute this
similarity in error rates to the limited degrees of freedom and
occlusion removal properties of the Tiltcasting metaphor, and
suggest that these design choices outweighed any increased
exposure to the target disambiguation problem while inter-
acting within the interaction plane.

Depth Identification

Participants in our study struggled with stereoscopic render-
ing, and on average it imposed nearly a 1s penalty on se-
lection times regardless of interaction technique. Selections
made with Tiltcasting for non-stereoscopic targets were faster
than those performed with stereoscopy (p = .003), despite
additional depth information being available to participants
when using the stereoscopic display. These findings suggest
that stereoscopic rendering does not provide an advantage,
regardless of which technique was being used. However,



our analysis suggests that Tiltcasting may provide benefits
for more difficult cases of the depth identification problem.
‘Large’ targets rendered without stereoscopy represented a
worst-case scenario in our study, where the depth identifica-
tion problem was always present. But, we observed no in-
teraction effect between the target size and stereoscopic ren-
dering for Tiltcasting (7, = .101), indicating that the depth
confusion effect may be diminished by Tiltcasting’s perspec-
tive cue and accounted for less than 10% of the variance in
our model. Further, these results were supported by a user
preference for Tiltcasting for non-stereo trials.

LIMITATIONS

Our evaluation of the Tiltcasting metaphor demonstrates its
utility for 3D pointing, and highlights how its design ad-
dresses the three identified challenges for 3D interaction.
However, as with any laboratory study, this validation has
limitations. For example, we did not evaluate scenarios where
many on-screen targets are densely packed within a small an-
gular distance; likely a worst-case scenario for Tiltcasting, as
it is with other techniques such as Raycasting. Interaction in
these scenarios can be addressed via zooming and/or clutch-
ing. Similarly, we conducted our evaluation with a group of
University students who may not be representative of the pop-
ulation as a whole. These limitations should be addressed in
follow-up research, particularly through an expanded range
of experimental tasks and in-the-wild validations.

CONCLUSIONS

We have presented the design and evaluation of a novel 3D
interaction metaphor called Tiltcasting that supports interac-
tion with public displays via a user’s smartphone. We val-
idated Tiltcasting for use with both stereoscopic and non-
stereoscopic displays, and found that it provides effective
support for interaction with both occluded and non-occluded
targets. Further, our validation suggests that Tiltcasting pro-
vides support for depth identification and effective selections.
Our work contributes a deeper understanding of 3D interac-
tion, particularly in the context of the occluded target and
depth identification problems, and leverages the ubiquity of
mobile, personal devices to reduce barriers to use for afford-
able, accessible, and commercially available public displays.
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